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Abstract behind behaviors and learning appropriate responses through vari-
ous stimuli. A user study involving 14 participants demonstrated One of the key challenges faced by autistic children is understanding 
that this technology efectively engages autistic children and leads social afordances in complex environments, which further impacts 
to signifcant improvements in their comprehension of social af-their ability to respond appropriately to social signals. In trafc 
fordances in trafc scenarios. Additionally, parents reported high scenarios, this impairment can even lead to safety concerns. In this 
perceived usability of the system. These fndings highlight the po-paper, we introduce an LLM-simulated immersive projection envi-
tential of combining LLM technology with immersive environments ronment designed to improve this ability in autistic children while 
for the functional rehabilitation of autistic children in the future. ensuring their safety. We frst propose 17 design considerations 

across four major categories, derived from a comprehensive review 
of previous research. Next, we developed a system called AIRoad, CCS Concepts 
which leverages LLMs to simulate drivers with varying social in- • Human-centered computing → Empirical studies in HCI; 
tents, expressed through explicit multimodal social signals. AIRoad Interactive systems and tools. 
helps autistic children bridge the gap in recognizing the intentions 
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1 Introduction 
Autism Spectrum Disorder (ASD) represents one of the most com-
plex and least understood conditions in the feld of neurodiver-
sity [93], and it is also among its most prevalent forms [80]. Around 
one in every 36 children worldwide is diagnosed with ASD [85]. 
For these children, achieving social competence is challenging [63]. 
Previous research has revealed that autistic children face difcul-
ties in reading facial expressions [26, 142], maintaining eye con-
tact [43, 133], understanding gestures [5, 22], and discerning vocal 
tones [18, 118], among other areas. The social opportunities con-
veyed by these signals are referred to as social afordances [82]. 
The inappropriate understanding of social afordances by autistic car agents, allowing them to repeatedly practice, make mistakes, 

egra- and receive corrective feedback. 
 and Thus, the contributions of this paper are as follows: 
l for (1) Based on the comprehensive literature review, we identifed 

four major categories of design considerations, encompass-
 face ing a total of 17 of them regarding interactive educational 
 the technology for autistic children. 
ty of (2) We developed an immersive space with LLM simulation to 
iven facilitate autistic children’s understanding of social afor-
s in dances, allowing multimodal perception and output. 
roup (3) The system can generate diverse driving intentions based 
 lim- on four diferent driving styles, with the underlying social 
kills afordances expressed through visual and auditory social 
ocial signals. 
ven- (4) A user experiment involving 14 autistic children was con-
s in ducted to validate the system, demonstrating its usability and 
ty to appeal to children, and confrming that it efectively helps 
ieve them better choose the timing for crossing the street, which 
hese suggests an improved understanding of social afordances 
sign in trafc settings. 

children further diminishes their opportunities for social int
tion [6, 29] and consequently limit their chances to engage in
practice appropriate behaviors [83, 127], which are essentia
functional rehabilitation [56, 146]. 

Current social skills training programs for autistic children
several challenges. Firstly, these interventions often require
presence of other participants, which increases the complexi
the training process [13]. This is particularly problematic g
that autistic children frequently struggle to form friendship
mainstream schools [25, 113], while the time allocated for g
training sessions in special education programs is typically
ited [67]. Moreover, existing programs often focus on specifc s
without adequately explaining the underlying reasons for s
cues, raising concerns about the generalizability of these inter
tions [51, 107]. Additionally, the backgrounds and narrative
training scenarios are predefned, which restricts their capaci
capture the complexity of real-life social interactions and to ach
a degree of sophistication for the agent [14]. Compounding t
issues is a notable lack of comprehensive synthesis regarding de
considerations for interventions targeting autistic children [15]. 

In the area of supporting and training social skills for autistic chil-
dren, the HCI community has made signifcant eforts, such as com-
munication skill support [28, 97], social trigger spaces [147, 153], 
emotion recognition and expression [81, 131, 135], turn-taking and 
collaborative skills [11], among others [92]. In addition to sup-
port for these specifc skills, previous research has also focused on 
particular contexts, such as the medical settings [52] and trafc 
scenarios [65]. Education for autistic children in crossing scenarios 
primarily employs VR technology [47, 76, 106, 116], along with 
touchable interfaces [125]. However, due to the complexity of so-
cial simulation, current immersive social afordance simulations for 
autistic children are still very limited, restricting the efciency of 
training their social skills. Recently, the development of LLMs and 
their capabilities for social simulation present promising opportu-
nities to address this issue [84, 90, 99, 101]. 

In this regard, this study aims to develop an LLM-simulated im-
mersive space for autistic children that could facilitate social afor-
dance understanding. In this paper, specifcally, we hereby refer to 
social afordance as the range of preferred behavior opportuni-
ties as determined by the combination of explicit and implicit 
social signals [44, 156] and general social norms [109, 134]. In 

certain specifc contexts, such as trafc scenarios, where pedestrians 
are required to understand social signals and make decisions [105], 
this impairment can even pose risks to life and safety [37, 42]. To 
ensure the system is acceptable and efective, we conducted a com-
prehensive literature review to synthesize design considerations 
for educational interventions targeting autistic children. Then, we 
use a street-crossing scenario as an example, as the ability to read 
social signals and understand social afordances becomes crucial for 
safety when trafc lights are absent [117, 139]. Towards this end, 
we leveraged LLMs to empower this space. Through the LLM’s so-
cial simulation capabilities [100, 101], we generate a rich variety of 
social intentions based on diferent driving styles, each embodying 
distinct social afordances. These are then expressed through social 
signals in the immersive space using multimodal representations. 
The system enables autistic children to interact safely with various 

2 Related Work 

2.1 Afordance and autistic children 
Afordances refer to the opportunities for perception and action 
that the environment ofers to animals [46]. The term, coined by 
Gibson, evolved when Donald Norman introduced it to design, 
distinguishing between perceived and actual afordances [95, 96] 
and highlighting potential everyday inconsistencies between them. 
Loveland et al. categorize environmental afordances into three 
levels: physical transactions, cultural preferences, and social signals 
refecting others’ meanings. Autistic children often struggle with 
the latter two types [82]. Difculties with cultural afordances afect 
tool usage and may link to neurological issues [98]. Studies have 
explored interventions like electrical stimulation to enhance this 
understanding [79]. Understanding social signals involves grasping 
others’ expectations, and research on helping autistic children in 
this area remains limited [109]. Perceptual issues with afordances 
negatively impact social participation of autistic children and con-
tribute to adverse behaviors, reducing learning opportunities [55]. 
While emotional signal transmission is crucial for interpersonal 
coordination [54, 59, 119], autistic children’s difculties with social 
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afordances [57, 58, 60, 82] lead to challenges in social adaptation 
and independent living [24, 44, 66, 120]. 

2.2 Immersive environment for education 
Autistic children often experience signifcant defcits in social un-
derstanding and skills. Immersive systems provide efective learn-
ing environments and support mechanisms to help address these 
challenges [32]. Studies have shown these technologies success-
fully improve social behaviors and enhance communication and 
emotional skills [12, 53, 81]. Through embodied interactions in 
virtual environments, children can safely explore new behavioral 
opportunities independently [53, 86]. These immersive settings 
provide a safe and inclusive space that reduces the hazards and 
unpredictability of real-life situations. Immersive environments 
are typically delivered through VR systems with Head Mounted 
Displays (HMDs) or projection-based systems like Cave Automatic 
Virtual Environments (CAVE) [15, 20]. While VR systems face lim-
itations with autistic children often resisting headsets [78, 128], 
CAVE environments have proven efective for teaching safety skills, 
such as crossing streets or avoiding vehicles [136]. The current 
landscape of immersive environment systems presents signifcant 
research opportunities, particularly in integrating LLMs to enhance 
them with intelligent capabilities for memory, planning, and execu-
tion, though research in this area remains limited. 

2.3 LLM-simulated social interaction 
Large Language Models like ChatGPT have demonstrated remark-
able ability in generating human-like responses [19]. LLMs excel 
in fundamental tasks like translation [130], conversation genera-
tion, and code writing, and have made signifcant advances in more 
complex domains such as autonomous decision-making and role-
playing, as demonstrated by applications such as AutoGPT [151] 
and HuggingGPT [123] in task planning and execution. These ad-
vances have enabled practical applications across various domains 
- from creating character-aligned dialogues and simulating human 
behaviors in role-playing scenarios [101, 122, 141], to serving spe-
cialized functions like educational teaching assistance [27] and 
psychological counseling for individuals with high-functioning 
autism [33]. Recent research has developed innovative LLM ap-
plications. A project created a simulated job fair environment for 
training generative agents with enhanced communication capabil-
ities [75], while another advanced social network simulation by 
modeling agents with emotional and interactive capabilities [45]. 
Previous research introduced an alignment learning approach that 
leverages simulated society interactions, providing collective rat-
ings and iterative feedback [77]. These developments showcase 
LLMs’ potential in mimicking human social interactions, suggest-
ing a future where AI agents can participate in sophisticated social 
behaviors. 

3 Design Considerations 
Design considerations for autism-focused systems remain limited 
in current literature, particularly regarding interaction-focused 
system design and LLM-enabled immersive spaces. To establish 
comprehensive guidelines for LLM-enabled immersive systems for 
autistic children, we conducted a systematic literature review (Fig. 

Figure 1: The literature screening procedure in this study in-
volved two rounds of evaluation. This process resulted in the 
retention of 74 articles as the basis for design considerations. 

1). Given LLM’s nascent status and limited literature on its appli-
cation for autistic children, our review includes studies involving 
other emergent technologies for this demographic, particularly 
focusing on immersive technologies. Our keywords cover three 
dimensions: (1) target audience - autistic children; (2) application 
domains - education, intervention, and rehabilitation; (3) associ-
ated technologies - virtual reality and similar systems. We used 
Boolean operators to create search strings like: ("autistic children" 
OR "Autistic children" OR "Autistic Spectrum Disorder") AND ("Ed-
ucation" OR "Intervention" OR "Rehabilitation") AND ("Artifcial 
Intelligence" OR "LLM" OR "Immersive environment" OR "Virtual 
reality"). We searched six databases: IEEE Xplore, ACM Digital Li-
brary, SpringerLink, Elsevier, ScienceDirect, and Google Scholar. 
Our team of fve experts in engineering, psychology, and design 
conducted three screening rounds, reviewing titles, abstracts, and 
full texts. From 184 initial English articles, we applied two criteria: 
Criterion 1 excluded studies of non-childhood ASD cases and those 
with co-occurring cognitive impairments, while Criterion 2 iden-
tifed articles addressing design considerations for technological 
interventions. The fnal 74 papers were analyzed to synthesize de-
sign guidelines across four dimensions: General, Task, Interaction, 
and Information. 
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3.1 General Guidelines 
3.1.1 Safe environment. Autistic children often struggle to under-
stand their surroundings, especially in terms of processing infor-
mation, leading them to prefer environments that enhance their 
sense of control over interactions [68, 129]. Moreover, in the context 
of immersive environments, virtual reality devices such as head-
mounted displays may induce negative experiences (e.g., dizziness 
or fatigue) for some autistic children [78, 128]. 

•General guideline 1: Provide an environment that makes children 
feel safe and comfortable. 

3.1.2 Guidance and training. It is essential to avoid lengthy and 
complex training sessions as autistic children often encounter dif-
culties in remembering and processing sequences [39, 50]. Given 
the attention comfort zone of autistic children, it is important to 
adjust the tone and pace of guidance appropriately and to be pre-
pared to terminate training promptly if any discomfort arises [138]. 
Furthermore, studies on design considerations for autistic children 
emphasize the importance of providing instructions and the need 
for customized content adjustments tailored to the unique charac-
teristics of this population [8, 38, 89]. 

•General guideline 2: Provide customized guidance and training in 
advance. 

3.2 Task Guidelines 
3.2.1 Objectives. To facilitate participation for autistic children in 
current systems, it is crucial to establish a clear and explicit goal 
during task execution [9, 78, 143]. Bartoli et al. mentioned that the 
task objectives within the system should focus on a single task and 
a series of clear, manageable actions (e.g., "swinging arms to hit an 
object"), to aid cognitive processes related to organizing actions, 
thereby achieving the set goals [9]. 

•Task guideline 1: Provide clear and understandable task objectives. 

3.2.2 Repeatability and predictability. Unpredictability may elicit 
a host of adverse reactions, such as anxiety, in autistic children, 
necessitating the use of repeatable tasks to facilitate learning and 
maintain stability [9, 78]. System design should ensure that game 
tasks for autistic children are both repeatable and easily transitioned 
to higher levels to prevent discouragement. Whyte et al. emphasized 
the signifcance of repeatability and predictability, suggesting that 
repeating the same task can not only enhance mastery in autistic 
children but also provides the predictability they need, along with 
the anticipation of future behaviors [143]. 

•Task guideline 2: Employ repeatable and predictable tasks, allow-
ing children to attempt and practice repeatedly. 

3.2.3 Storytelling. The narrative describes a technique used in the 
design of systems for autistic children, where some research has uti-
lized this technique alongside multimedia to encourage autistic chil-
dren to complete tasks and create their own narratives [30, 61, 72]. 
Certain story scenarios and cues can help improve the communi-
cation skills and symbolic functions of autistic children, thereby 
fostering their autonomy [152]. Soltiyeva et al. underscored the 
signifcance of storylines, noting that if autistic children become 
frightened by their surroundings, it can disrupt subsequent activi-
ties [128]. Hence, in spatial experiences, autistic children need to 
be guided and encouraged by stories from the outset. Moreover, 

since autistic children often struggle to transition between activi-
ties, the introduction of stories can assist them in understanding 
this transition. 

•Task guideline 3: Incorporate storylines to contextualize learning 
and enhance children’s motivation. 

3.2.4 Adjustable dificulty levels. Given that each child exhibits 
distinct strengths and skill defcits, system design prioritizes ad-
dressing each child’s individual abilities and needs. This advocating 
for personalized adjustments for diferent children, requiring sys-
tems that support a high level of personalization [21, 78]. System 
design should dynamically adjust the difculty levels in alignment 
with the user’s progression, and the intricacy of game tasks should 
be progressively increased [23, 78]. Tasks should allow for the intro-
duction of incrementally more challenging tasks as autistic children 
assimilate certain rules within the system. This approach concur-
rently facilitates the enhancement of both motor and cognitive com-
plexities [9, 34, 74, 143]. As autistic children acquire and reinforce 
appropriate skills, they typically manifest an evolving spectrum of 
needs, such as escalating requirements for motor, cognitive, and 
social capabilities [9, 74]. Furthermore, research in virtual environ-
ments has demonstrated that a gradual increment in task difculty 
can yield superior outcomes for autistic children [69, 94, 129]. Piv-
otal Response Treatment (PRT) further suggests that the emphasis 
of each task should adapt to individual progress, accommodating 
more advanced objectives and needs [70, 91]. 

•Task guideline 4: Implement adaptable game difculty levels, ju-
diciously escalating complexity in correspondence with the personal 
capabilities of each individual child. 

3.3 Interaction Guidelines 
3.3.1 Multimodal input. Multimodal systems that integrate inter-
action through voice, writing, touch, and other means ofer dis-
tinct advantages over unimodal systems by leveraging redundancy 
and complementarity. This facilitates autistic children in convey-
ing their interactive inputs to the system across multiple dimen-
sions [140]. Previous research has also demonstrated the efective-
ness of multimodal interventions in enhancing the learning and 
social communication skills of autistic children [10, 16]. 

•Interaction Guideline 1: Utilize multimodal perception at the input 
stage to collect behavioral data from the children. 

3.3.2 Real-time feedback. In interfaces designed for autistic chil-
dren, feedback and signals related to the structure of interactive 
elements serve a crucial role in reinforcing the expected tasks for 
these children [39, 71]. Real-time feedback, in particular, aligns 
closely with their interaction expectations. Previous research has 
observed that positive real-time feedback can signifcantly moti-
vate participants and infuence their engagement in subsequent 
interactions [71, 73, 102]. 

•Interaction Guideline 2: Provide real-time feedback for each be-
havior exhibited by the children. 

3.3.3 Reward mechanisms. In the domain of system design for 
autistic children, providing positive reinforcement along with re-
wards is a strategy known as reward-based intervention [78, 143]. 
Bartoli et al. noted that ofering reward stimuli to autistic children 
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upon the completing tasks that meet expectations can enhance moti-
vation and engagement and may implicitly augment their skills [9]. 
Research indicates that some autistic children, particularly those 
with moderate to low functioning, may fnd intrinsically interesting 
rewards (such as videos or audio efects like entertaining animations 
or joyful music) more engaging than quantitative performance out-
comes (e.g., scores) [9, 137]. Incorporating reward reinforcement in 
serious games designed for autistic children is an efective strategy 
that can enhance a variety of behaviors and skills [9, 40, 145]. 

•Interaction Guideline 3: Provide positive reinforcement integrated 
with reward mechanisms. 

3.3.4 Ease of input. In system designs tailored for autistic children, 
simplicity and intuitiveness in control mechanisms are considered 
as superior design principles [15]. Complex and cumbersome input 
methods have been identifed as sources of frustration for these 
children [39, 69, 73, 129]. Redundant controls can cause confusion 
among autistic children, who may be more prone to abandonment 
and disengagement than typical users [39, 144]. 

•Interaction Guideline 4: Leverage simple and intuitive input meth-
ods to facilitate children’s ease of use. 

3.3.5 Devices. For autistic individuals who may experience motor 
difculties, it is advisable to employ a limited number of input de-
vices [15, 39, 88]. Previous research has suggested that reducing the 
number of control buttons within input devices can beneft autistic 
children [39, 69, 129]. Moreover, autistic children may experience 
panic and resistance when using VR devices, with reports indicating 
that autistic children with anxiety disorders often fear and refuse to 
wear VR headsets [128]. Additionally, unfriendly methods of device 
usage can create barriers that hinder the normal progression of 
research activities. 

•Interaction Guideline 5: Utilize fewer devices that are also child-
friendly to facilitate user input. 

3.4 Information Guidelines 
3.4.1 Vibrant colors and consistent style. Autistic Children often 
process and remember visual information better than verbal in-
formation and are more sensitive to visual sensory stimuli than 
typically developing children [2, 34, 49, 108]. Research has sug-
gested that systems designed for autistic children should incor-
porate more vibrant colors in the visual design to cater to this 
strength [3, 23, 126, 150, 154]. Moreover, a consistent color style 
can provide comfort and help prevent overstimulation. 

•Information Guideline 1: Employ vibrant colors and a consistent 
style. 

3.4.2 Simplified information. When designing graphics, sound, 
and text for systems aimed at autistic children, it is advised to avoid 
complex elements and lengthy compositions, as these may lead to 
distractions and, in severe cases, sensory overload [15, 34, 41, 103, 
104]. Bartoli et al. noted that excessive visual stimuli can cause anx-
iety in autistic children because they may struggle to diferentiate 
and interpret individual elements within a group, while too many 
auditory stimuli can create additional stress [9]. Moreover, research 
has highlighted that simplifed graphics can enhance information 
processing for autistic children [41, 103, 104]. 

•Information Guideline 2: Implement simplifed graphics, sound, 
and text. 

3.4.3 Cartoon characters. Some studies have indicated that autis-
tic children are more visually attentive to and engage in eye con-
tact with cute and stylized cartoon characters than with images 
of real people [21, 111, 112, 157]. Furthermore, the use of simple 
2D cartoon-like avatars in a system has been suggested as a more 
widely acceptable approach by autistic children compared to realis-
tic human representations or complex characters [62, 78, 155]. 

•Information Guideline 3: Utilize cartoon characters as virtual 
avatars instead of realistic representations. 

3.4.4 Dynamic stimuli. Prolonged static scenes in a system can 
result in a loss of attention in children, and in the case of autistic chil-
dren, such static scenarios can even trigger motor rigidity [78, 143]. 
To counteract this, it is important to provide appropriate dynamic 
stimulation throughout the interaction to prevent the emergence 
of repetitive behaviors or motor rigidity in autistic children [9]. 

•Information Guideline 4: Provide appropriate dynamic stimuli in 
the scenes to capture children’s attention. 

3.4.5 Multimodal prompts. Autistic children often have difculty 
processing external stimuli, which can afect their awareness of how 
their actions impact others and the environment. To address this, 
they may require multiple forms of prompts to guide subsequent 
actions [31, 78]. Previous studies have utilized a combination of 
media in the design of systems for autistic children to encourage 
interaction and promote autonomy [30, 61, 72]. Additionally, some 
research has integrated text, auditory, and visual cues to convey 
game instructions, with visual aids designed based on expert advice 
to assist autistic children to understand verbal commands [2, 78, 
143]. 

•Information Guideline 5: Provide prompts for children using var-
ious forms of information presentation, including text, sound, and 
visual cues. 

3.4.6 Avoid overly sudden stimuli. Some autistic children exhibit 
atypical fears of loud noises and fast-moving objects, leading to 
recommendations for excluding such elements from system designs 
intended for them [9, 61, 128]. Moreover, several studies have ad-
vised against incorporating sudden noises and unexpected, abrupt 
visual changes in the systems or educational content used by autis-
tic children [39, 50, 138]. 

•Information Guideline 6: Avoid the occurrence of overly unexpected 
stimuli in the scenes. 

4 System Design of AIRoad 
In trafc scenarios without explicit trafc lights, understanding 
social afordances becomes crucial [82, 109]. To address this need, 
we developed AIRoad, a system specifcally designed for street-
crossing situations. This section frst presents AIRoad’s conceptual 
design and demonstrates its application through concrete examples. 
We then show how these implementations align with our previously 
established design guidelines, followed by a detailed discussion of 
the system’s software and hardware components. 
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Table 1: Design Guidelines for designing immersive interactive systems for autistic children. 

General Guidelines 

Provide an environment that makes children feel safe and in control. [39, 50, 68, 78, 128, 129] 
Provide customized guidance and training. [8, 38, 39, 50, 89, 138] 

Task Guidelines 

Provide clear and understandable task objectives. [9, 78, 143] 
Employ repeatable and predictable tasks, allowing children to attempt and practice repeatedly. [9, 78, 143] 
Incorporate storylines to contextualize learning and enhance children’s motivation. [30, 61, 72, 128, 152] 
Implement adaptable game difculty levels, judiciously escalating complexity in correspondence with the personal capabilities of each individual child. [9, 21, 23, 34, 69, 70, 74, 78, 91, 94, 129, 143] 

Interaction Guidelines 

Utilize multimodal perception at the input stage to collect behavioral data from the children. [10, 16, 140] 
Provide real-time feedback for each behavior exhibited by the children. [39, 71, 73, 102] 
Provide positive reinforcement integrated with reward mechanisms. [9, 78, 137, 143] 
Leverage simple and intuitive input methods to facilitate children’s ease of use. [15, 39, 69, 73, 129, 144] 
Utilize fewer devices that are also child-friendly to facilitate user input. [15, 39, 69, 88, 129] 

Information Guidelines 

Employ vibrant colors and a consistent style. [2, 34, 49, 108] 
Implement simplifed graphics, sound, and text. [9, 15, 34, 41, 103, 104] 
Utilize cartoon characters as virtual avatars instead of realistic representations. [21, 62, 78, 111, 112, 155, 157] 
Provide appropriate dynamic stimuli in the scenes to capture children’s attention. [9, 78, 143] 
Provide prompts for children using various forms of information presentation, including text, sound, and visual cues. [2, 30, 31, 61, 72, 78, 143] 
Avoid the occurrence of overly unexpected stimuli in the scenes. [9, 39, 50, 61, 128, 138] 
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4.1 Concept Design of AIRoad: Bridging 
Behavior and Intentions to Enhance 
Understanding of Social Afordance 

Whereas neurotypical children naturally acquire social signals 
through daily exposure [1], autistic children often require struc-
tured practice [56]. We developed a virtual street-crossing scenario 
enabling safe, controlled practice [121], as illustrated in Fig. 2. 
AIRoad presents vehicle behaviors and their intentions through 
multiple modalities, including audio and visual cues, helping autis-
tic children bridge behavior-intention connections in assessing 
driver yielding behavior. The system creates an LLM-simulated en-
vironment featuring street-crossing scenarios without trafc lights, 
displaying vehicles with various driving intentions through multi-
faceted projections. Our driving intention generation is based on 
four styles from Taubman-Ben-Ari et al. [132]: dissociative, anxious, 
risky, and patient driving. Vehicle intentions are expressed through 
behavioral cues (speed and gestures) indicating yielding decisions, 
with LLM-generated narratives conveyed through speech synthesis. 
The LLM selects vehicle animations and generates corresponding in-
tentions using literature-based prompts. Participants observe visual 
cues while hearing drivers’ intentions through speech synthesis. 
During training, participants collect stars across road locations, 
requiring continuous interpretation of social afordances through 
multimodal information. This immersive space provides autistic 
children with a controlled learning environment [121]. Learning 
begins with enhanced scafolding, while the system monitors per-
formance to adjust difculty and support levels. The LLM-powered 
adaptive space optimizes difculty levels and provides multimodal 
scafolding to facilitate skill development, ultimately enabling autis-
tic children to comprehend social afordances efectively. 

4.2 Example Scenarios to Illustrate Specifc 
Functions 

The system’s core functions are illustrated through two contrasting 
examples. In the patient driving style, characterized by "Better safe 
than sorry," the vehicle slows down well in advance, and when 
participants show high error rates, the system displays a gesture 
encouraging pedestrians to cross. The LLM generates a matching 
narrative: "I’m heading to the supermarket to pick up a few things; 
there’s no rush," which is conveyed through audio. Conversely, in 
the dissociative driving style, where the driver is "lost in thoughts 
or distracted," the vehicle maintains speed through the crossing 
without yielding. For participants with low error rates, no addi-
tional gesture cues are provided, while the LLM narrates: "I was 
on the phone and didn’t see anyone on the road." These examples 
demonstrate how the system combines visual behaviors, adaptive 
gesture cues, and verbal intentions to help participants recognize 
diferent social afordances in crossing scenarios. 

4.3 System Development Under Design 
Guidelines 

The system development followed the aforementioned design con-
siderations, denoted as DG1-DG17 based on their order in the table. 

4.3.1 System Development Under General Guidelines. To 
meet DG1, the system enables users to input a nickname, facilitat-
ing personalized addressing in the generated voice prompts. We 
selected a simple intersection common in everyday environments 
as the context for our study. To address DG2, an introductory page 
was developed to facilitate interactions, allowing children to engage 
in dialogue with various vehicles and trees, thereby familiarizing 
themselves with the spatial layout before their experience with 
AIRoad. During the experimental phase, the facilitator provided a 
comprehensive overview of the game tasks, which is elaborated 
upon in the subsequent section. 
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Achieve the Training Goal

Social Affordance 
Simulation

Adapting Planning 
to Children's Current Capabilities

Long-term 
Memory

Cars’ Feature

Game start

Training * n

Various 
Social Affordance

Position

Speed

Speech

Gesture

Correct Rate

LLM - Control Module

LLM - Social Simulation Module

Prompt and Output

Perception

Sprit

Background

Social intention Behavior

Memory Brain Action

Short-term Memory Reasoning on Recent Performance

Simulated Driving Intentions

 Simulated Underlying Narratives

Type of 
Four Driving Styles

Personality of 
Four Driving Styles

Action Description of 
Four Driving Styles

This is a system designed for 
teaching traffic scenarios to autistic 
children. The children need to cross 
the street safely in a simulated 
space, and you will control the 
generation of different types of 
vehicles based on the provided 
information of vehicles and historical 
information...

Spirit of Cars
Spirit Name=One
Driving style = Patient driving style
Personality = {My behavior is based on the motto: Safety 
is always better than regret} {When the traffic light turns 
green, if the car in front doesn't move, I'll wait a while 
until it starts moving} {Plan long trips in advance}
Action Description = Drives at a normal speed, 
decelerates early, and will stop at the pedestrian 
crossing to wait for children to cross first

History
The child crossed Success-
fully 2 times, failed 1 time, 
waited 0 times| 
Successful crossing, One, 
with gesture | 
Successful crossing, Two, 
with gesture | 
Failed crossing, Three, 
without gesture |

Output
Reasoning: History records show that the child has a 
high success rate in crossing but encountered a 
failure with the third vehicle, which lacked gestures. 
This suggests a decline in performance when faced 
with more aggressive vehicles without gesture cues...
Social affordance simulaton:[CarName1:One|Speak-
Content1:Child, move aside quickly, I'm in a hurry to 
get to hospital, I need to pass right away|Ac-
tion1:Yes|Voice1:Yes|Human1:Yes

Figure 2: System framework of AIRoad. The social afordance simulation conducted by the LLM is detailed in the social 
simulation module. The control of game rules by the LLM is outlined in the control module. Key prompts and outputs related 
to the LLM are also displayed below. 

4.3.2 System Development Under Task Guidelines. To align 
with DG3, we designed a clear and engaging objective: participants 
must collect stars while safely crossing the road, with emphasis 
on both speed and safety. In addressing DG5, we leveraged LLM’s 
social simulation capabilities to generate diverse driving inten-
tion narratives, presenting them as engaging stories that enhance 
autistic children’s engagement and understanding. Following DG4, 
the system implements repeated road-crossing scenarios, allow-
ing participants to progressively improve their ability to interpret 
vehicle driving intentions while learning from their mistakes. To 
satisfy DG6, the system tracks participant errors through short-
term and long-term memory, allowing the LLM to adjust difculty 
levels dynamically. These adjustments include varying levels of 
cognitive support (such as gesture cues and voice-over narratives) 
and environmental challenges (like vehicle speeds and pedestrian 
interactions). 

4.3.3 System Development Under Interaction Guidelines. 
To meet DG7 and DG11, AIRoad utilizes a portable Vive tracker 
and a lightweight microphone as input devices, facilitating multi-
modal input while ensuring ease of transport. To address DG10, 
we minimized the operational tasks required of participants; the 
tracker functions without intervention, and the microphone can 

be activated with a single button press. To fulfll DG8, all feedback 
animations are based on real-time position recognition. In accor-
dance with DG9, the screen provides live updates on the number 
of stars collected and those yet to be obtained. Additionally, prior 
to the start of the experiment, participants were informed about 
the rewards system, which included sticker rewards distributed 
throughout the process. 

4.3.4 System Development Under Information Guidelines. 
To meet DG12 and DG14, the system’s visual design incorporates 
a cartoonish style for vehicles and environments, utilizing vibrant 
colors that are appealing (as illustrated in Fig. 4). To address DG13, 
all graphics are designed to avoid excessive detail, and we have 
specifed in the LLM prompts that generated speech should not 
exceed 25 words. To fulfll DG15, we created dynamic animations 
for moving vehicles, talking trees, collectible stars, and interfer-
ing pedestrians to stimulate engagement among autistic children. 
To meet DG16, the immersive space conveys prompts through 
multimodal elements such as vehicle animations, collision sounds, 
and narrative dialogues. Lastly, to address DG17, the vehicles en-
countered during training are positioned in fxed locations, and the 
voice prompts are generated using gentle tones to minimize sudden 
stimuli for autistic children. 
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Figure 3: AIRoad is an AI-enabled immersive educational space tailored for autistic children. It facilitates autistic children’s 
learning about social afordances in complex trafc scenarios through the construction of virtual transportation settings. 

4.4 System implementation 
We developed a Unity-based virtual environment with LLM-controlled 
assets, featuring safety zones and dual crosswalks. The space is 
equipped with four VR stations that track users’ real-time posi-
tions to evaluate their behaviors during simulated vehicle crossing 
scenarios. This immersive environment captures user behaviors 
and transmits logs to LLMs, which then generate standardized text 
formats to orchestrate trafc simulations using predefned Unity 
assets. To enhance acceptance among autistic children, we chose 
projection as the primary medium, with detailed rationale provided 
in Table 1. 

4.4.1 Hardware and space seting. As shown in Fig. 3, AIRoad cre-
ates an immersive experience using a four-projection system with 
HTC Vive base stations mounted at the four upper corners, and the 
HTC Vive trackers are used to track the player’s real-time position 
in virtual space. Notably, to avoid children participants feeling un-
comfortable with wearing trackers, we strapped the tracker to a 
backpack and designed with a playful appearance, making them 
appealing and acceptable to most children so that they would be 
willing to carry a backpack while playing. Fig. 3 shows that the 

projections displayed in faces A and D are of equal size (7.8 m in 
length and 2.8 m in width), while faces B and C are also of equal 
size (2.8 m in length and 2.8 m in width). Additionally, the experi-
menter uses a master computer to remotely control the computer 
connected to the projection system and has set up a GoPro and a 
HIKVISION E14a 2K camera to record the experimental process. 

4.4.2 Technical framework. AIRoad utilizes a prompt-driven decision-
making approach for LLMs, leveraging prompts to describe sce-
narios and requirements, thereby facilitating the decision-making 
and thought processes of the LLMs. The related source code and 
associated prompts are available at https://github.com/Minadocyc/ 
AIRoad.git 

LLM Model Selection. GPT-4 Turbo was selected as the un-
derlying model after comparative testing with other models such 
as GPT-3.5 and ERNIE. At the time of development, it was Ope-
nAI’s most capable model. It demonstrated superior performance in 
instruction compliance, social intention generation, and response 
time - particularly important given the lengthy prompts used. 

Prompt Development. Our system interfaces with GPT-4 Turbo 
through OpenAI’s API, utilizing multiple locally stored prompt fles 
for system confguration. These fles include Background (system 
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Figure 4: a) Projection on the ground; b) Projection on the wall; c) Overall real-life overview; d) Other cartoon elements; e) 
Creation of animation efects and vehicle driving style (30 frames per second). 

context); Tool (available tools and output format standards); Social 
(detailing characteristics of four vehicle types); and History (per-
formance history and recent logs). During operation, these fles 
are consolidated into a comprehensive prompt, sent to the LLM for 
decision analysis, which then generates simulated trafc scenarios. 

History Module. The History Module stores log information 
that encapsulates the entire scenario context, also known as the 
context of scene changes. Changes in player positions and scene 
content trigger updates that are logged into the History Module. 
This comprehensive context, provided by the History Module, en-
sures that the LLMs have all the necessary information at their 
disposal when making decisions. When LLMs are called upon to 
make decisions, a concatenation of all logs and prompts serves as 
the input for the LLMs. 

Social Module. A Social Module is an interactive entity ca-
pable of executing commands, producing animations, and gen-
erating unique sounds. These Module are defned through per-
sonifed characteristics using JSON templates, with customizable 
attributes including type, personality, position, responsibilities, ac-
tions, and voice parameters. For example, we implemented a pink 
toy car character designed to be cute and lively to assist children 
in safe street crossing, with its voice synthesized using a trained 
VITS(Conditional Variational Autoencoder with Adversarial Learn-
ing) model to generate gentle female speech with distinctive tonal 
qualities. 

Real-time feedback. Scene dynamics include participant po-
sitions, gesture information and the cars’ social behavior. Due to 
LLMs’ token limitations, the scene is divided into areas, with each 
area having a specifc text description for functions. Player move-
ments are updated in the memory model when position changes 
occur, and these updates are triggered either by player actions or 
scene changes. For decision-making, the LLM input combines mem-
ory model data with predefned prompts. The LLM will output the 
content that needs to be executed in a specifc format that dictates 
Spirit interactions, animations, and vehicle generation based on 
participant engagement and appropriate difculty levels. Finally, 
the output text is disassembled through the script and the corre-
sponding animation or voice playback is executed. 

Synchronization of virtual and real space. Within Unity, four 
cameras are set and orthographic mode is used to facilitate parallel 
projection. The views captured by these cameras are then mapped 
onto the projector’s output using Spout, efectively translating the 
virtual scene into the physical space. Additionally, the positions 
of tracked participants are linked to a capsule object within Unity, 
allowing interaction between the players’ locations and the colliders 
in the scene. To ensure accurate positional information about the 
players within virtual and real space, the vectors tracked by the 
Tracker are multiplied by � and adjusted by an ofset �. These two 
values will be manually calibrated every time the system starts. 
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Figure 5: The experimental procedure of the study 

Figure 6: a) Children are participating in a video-based experiment; b) Completing a quiz on social afordance. 

5 User Experiment 
After implementing the system, we conducted user experiments to 
evaluate its impact on real users. The primary research questions 
include the following three: 
RQ1 To what extent does AIRoad demonstrate usability for autis-

tic children? How do these children perform within the train-
ing? 

RQ2 What are the engagement behaviors and emotional responses 
of autistic children when training with AIRoad? 

RQ3 Can AIRoad efectively enhance the understanding of social 
afordances in trafc settings among autistic children? 

5.1 Participants and Ethical Approval 
In our study, we recruited a total of 14 participants aged 6 to 12 
years (M = 8.79, SD = 2.01), among whom 5 were recommended 
by a qualifed special education institution, and the remaining 9 
were recruited through a combination of online and ofine methods. 
For the 9 participants, the recruitment process was structured and 
rigorous. Parents were required to provide self-reports on their 
children’s conditions and complete the Autism Behavior Checklist 
(ABC). Additionally, parents voluntarily provided diagnostic reports 
from qualifed institutions or hospitals, or professional opinions 
from certifed specialists. This recruitment process enabled us to 
gather a suitable sample of participants while ensuring they met 
the necessary criteria for the study. This study was approved by 
the Ethics Committee of Tsinghua University. 

5.2 Experimental Design and Experimental 
Procedure 

We conducted a within-subject study comparing two experimen-
tal conditions: AIRoad training and video-based tutorials (Fig. 5). 
To counterbalance potential order efects, participants were ran-
domly divided into two groups, experiencing either AIRoad or the 
video-based tutorial frst. In the AIRoad condition, children frst 
familiarized themselves with the virtual environment, then engaged 
in an immersive road scenario where they collected stars appear-
ing in sequence (Fig. 7). The task was complete upon reaching a 
predetermined number of stars. The interface displayed progress 
and remaining time to help children track their status. In the video 
condition, participants watched curated road safety videos 1. The 
experimental procedure consisted of three test sessions (pre-, mid-, 
and post-test), interspersed with two training processes, and con-
cluded with a semi-structured interview. The procedure was as 
follows: (1) parent consent and briefng, (2) pre-test, (3) frst train-
ing intervention (Fig. 6), (4) mid-test using the same materials as 
pre-test, (5) parent completion of System Usability Scale (SUS) [17], 
given children’s limited compliance in answering such questions, 
(6) second training condition, (7) post-test using the same mate-
rials as mid-test, and (8) concluding interview. Throughout the 
study, each child was assisted by two experimenters, with parents 
nearby to address any special circumstances. All sessions were 
video recorded. 
1https://www.youtube.com/watch?v=yEP3pws5lNQ&t=1s 
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Figure 7: The procedure of immersive space exploring: a) Children observe their surroundings in AIRoad; b) Upon frst seeing 
an approaching vehicle, they nervously run to the other side of the road; c) They observe and learn the diferent gestures and 
voice prompts of various vehicles; d) They gradually understand the intentions of diferent vehicles and begin to cross the road 
calmly; e) They successfully collect the stars and complete the mission. 

5.3 Measurement 
The study measurements consisted of three phases: test scores from 
pre-, mid-, and post-assessments, behavioral data logged by the 
AIRoad system, and post-hoc analysis of video recordings. This 
multi-faceted approach enabled thorough analysis of participants’ 
learning progress and interactions. 

(1) Video-based Experiments. We recorded a set of videos 
depicting real street scenarios and asked autistic children to 
determine the appropriate moment to cross the street, aiming 
to evaluate participants’ understanding of social afordance. 
Three authors collaboratively predetermined a safe period 
for each video, during which it was deemed safe to cross 
the street based on trafc light signals and passing vehicles. 
The accuracy and reaction time were computed according 
to these safe periods. A correct response was recorded if the 
child selected to cross the street within the predetermined 
safe period. The reaction time was measured as the duration 
between the start of the safe period and the participant’s 
selection time. 

(2) Level of Arousal and Valence. To assess emotional changes 
in children before and after the training condition, we em-
ployed the Valence Arousal Scale, derived from Russell’s 
circumplex model of afect. This model posits that emotion 
is composed of two bipolar and orthogonal dimensions [114, 
115]. Each scale ranged from -2 to 2, using integer values. 

(3) SUS Scales. To measure system usability, we employed an 
adapted version of the System Usability Scale (SUS[17], see 
Appendix). Due to the limited compliance of autistic children 
in responding to such questionnaires, we asked parents to 
complete this scale on behalf of their children. 

(4) In-game Log Data. To evaluate autistic children’s perfor-
mance in the AIRoad training, we recorded road-crossing 
accuracy based on log data. Accuracy was computed through 
real-time position detection; a correct result was registered 
if the child was waiting or had arrived at a safe region when 
the car-leaving animation initiated. An incorrect result was 
recorded when the child collided with a vehicle. 
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Table 2: Manual coding scheme for Activity Participation and Emotional Activity 

Codes Descriptions 
Engrossed: Follow instructions, participate in activities according to rules or have a visual 

Activity Participation gaze for major objects, sustained for at least 3 seconds counts as one instance 
Distracted: Ignore instructions, avert or shift eyes to extraneous objects, and unable to 
participate in activities according to rules 
Emotional Expression: Exhibit associated emotions (pleasure, delight, agitation, excitement, 

Emotional Activity nervousness, etc.) 
Problematic Behavior: Exhibit severe problem behavior (crying, emotional breakdowns, 
aggressive behavior, etc.) 

IUI ’25, March 24–27, 2025, Cagliari, Italy Cao, et al. 

(5) Video Data and Analysis. The entire experiment was recorded 
using a GoPro and a 2K camera (as shown in Fig. 3). These 
video recordings were primarily utilized for manual coding 
to analyze children’s engagement and emotional expression 
[35]. The coding scheme was developed based on and incor-
porated elements from Gong et al. [48] and Wu et al. [148]. 
All children’s recordings were coded. Two trained coders 
independently coded these videos, achieving an inter-rater 
Pearson correlation greater than 0.99. 

5.4 Results 
5.4.1 RQ1: System usability and participants’ performance. 
The results of the System Usability Scale (SUS) are summarized 
in Table 3. The scores indicate that the usability of AIRoad was 
excellent (>85.0), acceptable (>70.0), and achieved an A+ level (>84.1) 
according to Bangor et al.’s empirical evaluation [7]. As evident 
from the data presented in Table 3, AIRoad consistently scored 
higher than the video tutorial condition. Notably, AIRoad’s score 
exceeded 85, placing it in the "Excellent" category. These fndings 
address RQ1, suggesting that parents of autistic children perceive 
AIRoad as an acceptable and highly usable tool for this population. 

Table 3: System Usability Scale 

Experiments AIRoad Video-tutorial 
Mean 85.71 80.36 
SD 15.32 18.11 

In-game performance during experimental training. We 
conducted a logistic regression analysis to evaluate the behaviors 
of children in AIRoad, particularly their ability to safely cross the 
street. As shown in Fig. 8, the analysis revealed a signifcant corre-
lation between the training process and the rate of safe crossings 
(p = 0.002). This result addresses RQ1, indicating that through re-
peated experiences in the game training, autistic children were able 
to gradually reduce their error rates and demonstrate improved 
performance. This fnding may also suggest insights related to RQ3, 
indicating that autistic children may have gained a better under-
standing of social afordances. However, it is also possible that this 
improvement stems from their increasing familiarity with the game 
itself. 

5.4.2 RQ2: Engagement and Emotional Responses in AIRoad 
Training. To examine the diferences in children’s engagement 

Figure 8: The relationship between the rate of pantcipants 
successfully crossing the road and the number of cars used 
in training. 

and emotional experiences between AIRoad and Video-tutorial, we 
employed a paired-sample T-test for video coding analysis. Analysis 
of the Video coding from the children’s tests, as presented in Table 
4, indicates that participants in the AIRoad condition demonstrated 
higher levels of activity participation and emotional engagement. 

Regarding the Activity Participation Results, the mean of en-
grossing behavior in AIRoad condition was 55.615 (SD = 2.980) 
and of engrossing in Video-tutorial condition was 42.000 (SD = 
18.478). This diference was statistically signifcant according to 
a paired-samples t-test (t(13) = 2.281, p < .05). And the mean of 
distracting behavior in AIRoad condition was 4.385 (SD = 2.980) 
and of distracting behavior in Video-tutorial condition was 18.000 
(SD = 18.478). This diference was statistically signifcant according 
to a paired-samples t-test (t(13) = -2.281, p < .05). 

In terms of Emotional Activity Results, the mean of emotional 
expressions in AIRoad condition was 1.539 (SD = 2.015) and of 
emotional expressions in Video-tutorial condition was 0.227 (SD 
= 0.518). This diference was statistically signifcant according to 
a paired-samples t-test (t(13) = 4.719, p < .001). And the mean of 
problematic behavior in AIRoad condition was 5.500 (SD = 3.702) 
and of problematic behavior in Video-tutorial condition was 2.546 
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Table 4: Children’s t-test results of video coding 

Data Variable AIRoad Video-tutorial Value P 
Engrossing M = 55.615 (SD = 2.980) M = 42.000 (SD = 18.478) t = 2.281 0.046*Activity Participation Distracting M = 4.385 (SD = 2.980) M = 18.000 (SD = 18.478) t = -2.281 0.046* 
Emotional Expression M = 1.539 (SD = 2.015) M = 0.227 (SD = 0.518) t = 4.719 0.001**Emotional Activity Problematic Behavior M = 5.500 (SD = 3.702) M = 2.546 (SD = 2.318) t = -1.330 0.213 

Figure 9: The result of Valence and Arousal Scale. 

(SD = 2.318). This diference was not show statistically signifcant 
according to a paired-samples t-test (t(13) = -1.330, p > .05). 

These fndings suggest that children exhibit more positive afec-
tive states and increased attentional focus when engaged in AIRoad 
training than video tutorial. These results directly address RQ2, 
providing evidence that the AIRoad system we developed can ofer 
autistic children a more engaged experience and promote positive 
emotional states. 

We conducted a statistical analysis of the results from the Va-
lence and Arousal Scale. As shown in Fig. 9, we conducted the 
Fisher test on the Valence and Arousal Scale. The results reveal 
a signifcant improvement in children’s valence after undergoing 
AIRoad training (p<.01). Conversely, following video-tutorial edu-
cational learning, a signifcant decrease in children’s valence was 
observed (p<.05). In contrast, no signifcant changes in arousal lev-
els were detected in autistic children before and after the training 
with either educational technology (p = .353 / .149). 

This result addresses RQ2, indicating that AIRoad can bring pos-
itive emotions to autistic children, although there are no signifcant 
diferences in the intensity of these emotions. Meanwhile, tradi-
tional video tutorials may lead to negative emotions in autistic 
children. 

5.4.3 RQ3: Efects on Enhancing the Understanding of Social 
Afordances. Video-based Experiments. To assess the impact of 
training on autistic children’s response times to video stimuli, we 
calculated the diference in reaction times before and after the 
training intervention. This measure is referred to as the Delta of 
Reaction Time. The result of Delta of Reaction Time can be seen 
in Fig. 10. The mean for the AIRoad condition was -2.20 (SD = 
6.67), while for the video-tutorial condition it was 0.18 (SD = 6.00). 
The Wilcoxon rank-sum test indicated a statistically signifcant 
diference between the two groups (W = 2343, p < .05), suggesting 
that the Delta of Reaction Time in the video tutorial condition was 
signifcantly higher than in the AIRoad condition. These fndings in-
dicate that after AIRoad training, participants were able to respond 
more quickly to the appropriate time to cross the street. This also 
partially addresses RQ3, suggesting that autistic children exhibited 
a better understanding of social afordance in the context of the 
street-crossing scenario following their experience with AIRoad. 
Participant 3 noted, "But some cars, even though they’re far away, 
they drive so fast and zoom; they’re here in no time. So, just because 
they’re far doesn’t mean it’s safe to go... And if they’re close, it’s not 
always okay; I gotta see if they’re speeding fast or not." Participant 
7 also mentioned, "If a car’s going fast, it means they’re in a hurry 
for something important, like going to work or to the hospital... And 
if a car’s going slow, it means they don’t have anything important 
going on." These qualitative results further demonstrate that autistic 
children gradually connected vehicle behavior with its underlying 
intentions through repeated practice in AIRoad training, enhancing 
their understanding of social afordance within trafc settings. 

Figure 10: Reaction Time 
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6 Discussion 

6.1 Large Language Models as Special 
Educational Support Tools for Autistic 
Children 

LLMs have shown utility beyond common applications, as this study 
explores their potential in special education for autistic children. 
Leveraging autonomous decision-making and social simulation 
capabilities, these models ofer promising solutions through consis-
tent and adaptable learning tools, reducing burdens on educators. 
Their adaptability enables customized feedback and guidance based 
on real-time interactions [84]. Moreover, their social simulation ca-
pabilities create safe, controlled environments for autistic children 
to practice social skills, generating unlimited possible social sce-
narios through their generative abilities. This aligns with previous 
research demonstrating that virtual environments provide secure 
spaces for children to rehearse social behaviors without real-world 
unpredictability [86]. By generating dynamic, contextually rele-
vant dialogues, LLMs enhance these virtual environments, enabling 
practice across diverse social scenarios. While direct real-world 
experience remains essential, LLMs serve as valuable preparatory 
tools. The ability to simulate social interactions in virtual settings 
facilitates repeated practice—crucial for autistic children who often 
struggle with skill generalization. Research has shown that children 
who engage with virtual environments for social skills training 
successfully transfer these skills to real-world contexts [86, 99]. 
Regarding limitations, hallucination remains one of the most signif-
icant risks for LLMs. In our evaluation of 100 simulated responses, 
we identifed 6 hallucination cases (6%): 2 instances of extraneous 
text generation and 4 cases of intention-behavior inconsistencies. 
While Unity’s processing system flters extraneous text, intention-
behavior contradictions are addressed by introducing the concept 
of "lying cars" to autistic children during experiments. Although 
the 6% hallucination rate is relatively low, future research could 
employ self-refection techniques to further reduce these occur-
rences [64]. Given the rapid advancement of large language models, 
subsequent work could explore more advanced models to enable 
more immediate and diverse interactions. 

6.2 Benefts and Experiences of Immersive 
Interfaces for Autistic Children 

Projection-based immersive spaces demonstrate signifcant advan-
tages in social simulation for autistic children, with our medium 
system proving both accessible and acceptable to them. Embodied 
learning in spatial environments provides children with enhanced 
immersion and improved emotional engagement, addressing at-
tention defcits and learning challenges common among autistic 
children [87]. Their progressively improving performance demon-
strates the efectiveness of learning social afordance in virtual 
scenarios. Simulation serves as a vital bridge before real trafc ex-
posure for autistic children who typically fnd direct real-world 
learning challenging - a proven method in special education [110]. 
While training occurs in virtual spaces, our ultimate goal is to en-
able autistic children to perform better in real-world situations 
through these virtual interactions. AIRoad shows promising real-
world skill transfer potential, as evidenced by improved response 

times to real road footage. The decision-making processes of autis-
tic children in the immersive AIRoad environment closely mirrored 
those observed in video-based tests. For example, Participant 3 dis-
played consistent risky behavior, attempting to run across the road 
during both AIRoad training and the video-based test. Conversely, 
Participant 1 demonstrated cautious behavior, consistently waiting 
for vehicles to pass completely before crossing. These observations 
suggest that immersive environments can efectively expose the 
real challenges faced by autistic children in a safe context. Given 
that more accessible interactive projection systems have been de-
veloped, further exploration of rehabilitation efects under simpler 
equipment conditions is possible [36]. 

6.3 Attention Pattern Changes in Autistic 
Children After AIRoad Training 

One possible explanation for the changes in response times lies in 
the shifts of attention patterns, as revealed by our eye-tracking data 
during video response tests. After the training, autistic children not 
only paid attention to trafc lights but also began to observe vehi-
cles and how they followed trafc rules. Prior to AIRoad training, 
most children understood only the explicit rules for crossing the 
street—such as stopping at a red light, walking on a green light, and 
waiting for cars to pass before proceeding. However, these rules 
often fall short in trafc situations that are rich with complex social 
signals. The training resulted in a noticeable shift in children’s 
attention patterns towards vehicle signals. This shift is evidenced 
in eye movement patterns, as shown in Fig. 11. The data reveals 
that post-training, children allocated more time observing vehicles. 
While participants initially focused primarily on trafc lights and 
road conditions, after exploring AIRoad, they redistributed their 
attention to include parked vehicles. However, this modifed atten-
tion pattern occasionally led to misjudgments. For example, P11, 
who previously relied on trafc lights for crossing decisions, began 
focusing more on vehicle movements post-training, assuming it 
was safe to cross whenever cars stopped. As P11 noted, "In the 
future, I will pay more attention when crossing the road, and I will 
look out for the driver’s hand gestures in the cars." It is necessary to 
generate more diverse scenarios to help autistic children integrate 
multiple cues in their decision-making process. Nevertheless, based 
on the video-based experiment results, this enriched attention pat-
tern provided children with more comprehensive information for 
assessing trafc situations. 

7 Limitations and Future Work 
Currently, AIRoad still faces numerous limitations. For example, 
the hallucinations of LLMs mentioned above are difcult to con-
trol [149], leading to the generation of unexpected content in speech 
and the simulation of afordances, thereby increasing the system’s 
unpredictability. Additionally, the latency of LLMs to some extent 
afects the system’s response time. Our system currently mitigates 
the impact of delays by generating multiple vehicles simultaneously, 
but future upgrades and miniaturization of LLMs may potentially 
improve this issue [124]. 

Future work could expand to constructing more social scenar-
ios flled with complex signals to simulate their social afordances, 
including enhanced trafc scenarios with public transportation 
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Figure 11: Case on the Changes in Eye Movement Before and After Training with AIRoad. a) Eye movement case before AIRoad 
training b) Eye movement case after AIRoad training. 

and indoor environments rich with social signals. As Loveland 
(1991) noted, social afordances are inevitable wherever human en-
vironments exist [82]. While the current system primarily relies on 
positional information as input, future iterations could incorporate 
additional interaction modalities such as vocal input and tactile in-
teraction. Research suggests that a more diverse range of interaction 
modalities could enhance children’s sense of immersion and lead to 
more efective learning outcomes [4]. Additionally, exploring the 
deployment of such educational technologies across broader con-
texts and on simpler devices represents another promising direction 
for future research. 

8 Conclusion 
This study began with a comprehensive review of educational tech-
nologies for autistic children, identifying 17 design guidelines across 
four major categories that formed the foundation of our system. By 
leveraging LLM’s social simulation capabilities, we developed an 
immersive projection-based educational technology that generates 
rich social afordances. The system uses a street-crossing scenario 
to simulate diverse driving behaviors, conveying social afordances 
through multimodal signals including visual cues and auditory 
prompts. This approach provides autistic children with a safe envi-
ronment to practice interpreting and responding to social signals. 
A user study with 14 autistic children revealed signifcant improve-
ments in their decision-making processes, demonstrating enhanced 
understanding of social afordances in trafc settings while con-
frming positive usability and emotional experience. Through a 
controlled yet dynamic environment, our system efectively sup-
ports autistic children in recognizing and responding to complex 
social cues in trafc settings. 
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A Experimental Details 
A.1 Online questionaire 
Investigation on ASD children’s language and motor skills. 
Hello,Parents!Thank you very much for participating in this ques-
tionnaire. We have designed a virtual space environment for autistic 
children to explore, where they can learn and interact. 
All your answers are for statistical analysis and academic research 
only. Please fll in the questionnaire carefully according to the ac-
tual situation of your child and feel free to answer! If you and your 
child are interested in participating in our "Little Explorer" virtual 
space experience and becoming our little explorers, please leave 
your contact information at the end of the questionnaire. 

Your child’s name: What is your child’s gender? 
• male 
• female 

Please enter your child’s date of birth: 
How is your child’s motor skills? 
• Very good 
• Good 
• Average 
• Poor 
• Very poor 

How is your child’s language skills? 
• Very good 
• Good 
• Average 
• Poor 
• Very poor 

Your child’s personality: 
• Outgoing and lively 
• Introverted and quiet 
• Curious and exploratory 
• Sensitive and sentimental 

Does your child enjoy going on trips? 
• Like very much 
• Not so much 
• Neutral 

• Dislike 
• Very Dislike 

What is your usual mode of trips? 
• Self-drive 
• Public Transport 
• Walking 
• Cycling 
• Other 

Has your child travelled independently? 
• Yes, he/she can travel fully independently 
• limited independent trips, need some guidance 
• cannot travel independently, always needs to be accompa-
nied 

• never tried to travel independently 

B Adapted SUS Scale 
(fve-Likert scale,1:It fts perfectly;5:Very inconsistent) 

B.1 AIRoad 
• I think I would let my child play this game often 
• I think this game is too difcult for children 
• I think this game is too easy for the child to play 
• The child needs help to complete the game 
• I think the system is well integrated with various functions 
• I think other children would learn the game very quickly as 
well 

• I think there are too many inconsistencies in the system 
• I found the system very cumbersome to use 
• I think the system is well designed and fun for children to 
play 

• The child would need to know a lot of other knowledge and 
information beforehand to play the game 

B.2 Video-tutorial 
• I think I would let my child watch these videos often 
• I think this video is too difcult for children 
• I think this video is too easy for my child to watch 
• My child needs help to watch this video independently 
• I think this video has a good integration of various elements 
• I think other children would learn the content of this video 
very quickly as well 

• I think there are too many inconsistencies in the video 
• I found it very cumbersome to watch and use the video 
• I think the video is well designed and interesting for children 
to watch 

• Children need to know a lot of other knowledge and infor-
mation before they can watch this video 

537


	Abstract
	1 Introduction
	2 Related Work
	2.1 Affordance and autistic children
	2.2 Immersive environment for education
	2.3 LLM-simulated social interaction

	3 Design Considerations
	3.1 General Guidelines
	3.2 Task Guidelines
	3.3 Interaction Guidelines
	3.4 Information Guidelines

	4 System Design of AIRoad
	4.1 Concept Design of AIRoad: Bridging Behavior and Intentions to Enhance Understanding of Social Affordance
	4.2 Example Scenarios to Illustrate Specific Functions
	4.3 System Development Under Design Guidelines
	4.4 System implementation

	5 User Experiment
	5.1 Participants and Ethical Approval
	5.2 Experimental Design and Experimental Procedure
	5.3 Measurement
	5.4 Results

	6 Discussion
	6.1 Large Language Models as Special Educational Support Tools for Autistic Children
	6.2 Benefits and Experiences of Immersive Interfaces for Autistic Children
	6.3 Attention Pattern Changes in Autistic Children After AIRoad Training

	7  Limitations and Future Work
	8 Conclusion
	Acknowledgments
	References
	A Experimental Details
	A.1 Online questionaire

	B Adapted SUS Scale
	B.1 AIRoad
	B.2 Video-tutorial




